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LOCAL TRAJECTORY PARAMETERS ESTIMATION AND
DETECTION OF MOVING TARGETS IN RAYLEIGH NOISE

The problem of detection of moving targets and estimation of local trajectory parameters based on the
analysis of sensor data in the form of two-dimensional image is considered. In accordance with the
target and sensor models, probability distribution of noise at the output of the detector is Rayleigh
distribution, while probability distribution of signal is Rice distribution. Two trajectory parameters
estimation techniques arve considered: ordinary least squares and Hough transform. A detection stage
based on the integration of an input signal along estimated trajectory is proposed. Statistical modeling
was performed and detection characteristics were obtained.
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Moving targets detection and estimation of
their trajectory parameters are the tasks of sec-
ondary stage of radar signal processing. Classical
approaches to tracking and detection of moving
low-snr (signal-to-noise ratio, SNR) targets are
based on multi-survey analysis of radar data with
thresholding procedure applied to it. In the case
of rapid target detection tasks, it is necessary to
reduce the number of surveys before decision about
target presence can be made. Such rapid targets
may produce on a radar image a few samples
instead of one. In this case energy backscattered
from the target is distributed along the entire
trajectory, forming a track. This “blurring” effect
causes the decreasing of SNR. For low-snr targets
the threshold must be low (or even should be
absent at all) to allow sufficient probability of
target detection. A low threshold also gives a high
rate of false detections which cause the tracker to
form false tracks. In this case information about
target trajectory may be very useful to provide an
opportunity to integrate all backscattered from the
target power along the entire trajectory.

The commonly used group of algorithms work-
ing with raw unthresholded data to estimate target
state is known in literature as the track-before-
detect (TBD) [1]. These methods are used when
classical thresholding approaches are not suitable
for tracking and detecting targets due to low SNR,
typically stealthy military aircraft and cruise mis-
siles, for which thresholding has an undesirable
effect of disregarding potentially useful data [2].

Sensor image is often a highly nonlinear func-
tion of the target state (which describes kinematic
and power parameters of the target). There are

a number of methods to deal with this nonlinear-
ity. First of all, such estimation techniques as
the Viterbi algorithm [3] and the hidden Markov
model (Baum-Welsh) filter or smoother [4] can be
applied to the discretized state space, when nonlin-
earity is irrelevant due to such discretization. Such
technique is used in several approaches to TBD,
e.g. [5—7]. The main disadvantage of discretiza-
tion of the state space leads to high computation
and memory resource requirements.

To avoid the problems mentioned above, an
alternative approach called “particle filtering”
can be used to solve the nonlinear estimation
task [2, 8]. This method (also called Sequential
Monte Carlo) uses Monte Carlo techniques to
solve the analytically intractable estimation in-
tegrals. It uses randomly placed samples instead
of fixed samples as is the case for the discretized
state space. Particle filtering has been used by
a number of authors for TBD, e.g. [9—11]. In
many cases it is possible to achieve close or even
similar estimation performance for lower cost by
using less sampling points than would be required
for a discrete grid.

An alternative approach to estimation of the
target state is called the histogram probabilistic
multi-hypothesis tracking (PMHT) algorithm
[12]. In this method, a parametric representation
of the target state pdf is used rather than a nu-
merical one. This makes it possible to reduce the
computational load of the algorithm. The main
idea of maximum likelihood probabilistic data
association (PDA) is to reduce the threshold to a
low level and then apply a grid-based state model
for estimation [13, 14] rather than using the whole

TexHosornst 1 KOHCTPYMPOBaHNE B 3JIEKTPOHHOIL anmapatype, 2014, Ne 1

23



SIGNALS TRANSFER AND PROCESSING SYSTEMS

sensor image. The association of the high number
of measurements is handled using PDA.

In addition to estimating the target state, the
TBD algorithm needs to detect the presence or
absence of targets. One method to do this is to
extend the state space by including target pres-
ence state. In this case, null-presence state will
correspond to the case when there is no target
[9, 15]. A target is detected when any state other
than the null state has the highest probability.
Another closely related concept is to use a sepa-
rate Markov chain to describe the target presence
state as originally introduced for PDA in [16].
This approach has been used for the particle filter
[10] and a generalized version was applied to the
PMHT [17]. Comparison of detection performance
for TBD algorithms mentioned above has been
done by Davey, et al. [18].

Many of the articles mentioned above deal with
radar data in the form of a two-dimensional im-
age. The x and y axes correspond to range-bearing
subspace of a global range-bearing-elevation-
doppler measuring hypercube, or to linear space
coordinates, which are obtained from these mea-
surements. It is usually assumed that equal size
of resolution bins (cells) may be feasible in case
when space being studied is a small part of the
observed sector and is far enough from the sensor.

A sequence of radar images is usually processed
before the decision about target presence or ab-
sence can be made in TBD approaches. A target is
usually a point scatterer which produces a blurred
spot on the radar image (Fig. 1), moving from
frame to frame according to the kinematic param-
eters of the target.

In this paper

y we describe the
approach, which
15 has two main dis-
tinctions from the
10 methods mentioned
above. Firstly, to
decrease computa-
5 tional efforts, we

try to avoid us-
ing any grid-based
algorithms, either
uniform or non-uni-
form (as in particle
filtering). For the
same reason we do not estimate the target state
pdf. Secondly, our method can be applied to ana-
lyze a radar image, which may contain not just a
single sample, but a track of the moving target.
This fact gives additional information which can
be used to reduce a number of analyzed radar im-
ages before decision about target presence can be
made. Such images can be formed from a sequence
of radar plots in case of slow moving targets, or
even a single radar plot in case of rapid moving
targets (“rapid” compared with the radar image
forming time). Here several assumptions are made:

) 10 15 «x

Fig. 1. Example of a radar image
in some TBD applications [11]

1) the target is a point scatterer; 2) the target has
enough speed to produce track while the radar
image (frame) is being formed; 3) the trajectory
of the target is close to linear; 4) all resolution
cells (bins) are of equal size. This can be relevant
in case of small radar target (e.g. cruise missile)
tracked by phased-array or multiple beams systems
with wideband signal (e.g. MIMO radars with
pseudo-noise signals or systems with frequency
modulated pulse compression). The similar radar
images can be obtained by observing ionized trails
in atmosphere produced by meteors in radar meteor
detection systems [19]. However, in this case we
deal with a linearly distributed target. Another
interpretation of the xy-plane could be a projec-
tion of space volume onto the sensor in optical or
infrared systems (e.g. forward looking infrared,
FLIR [20]). Such systems are used in some cases
when a high resolution is needed (e.g. for detection
of meteors or fast cruise missiles) [21]. Hereinafter
we will assume that the target is a fast moving
point radar object.

The proposed algorithm contains two main
stages [22]. At the first stage geometric parameters
of a potential trajectory should be estimated. There
are two commonly used methods to perform such
estimation: ordinary least squares technique [23]
and Hough transform [24]. At the second stage a
decision about target presence is made by simple
detection technique based on the integration along
the track of a power backscattered from the target.
This algorithm can also be used for more accurate
forming of proposed distributions in particle filter
TBD approaches, or as initiation procedure for
complex trajectory detection by analysis of its
small linear part.

Target, signal and sensor models
Target model

As it was mentioned earlier we assume the target
to be a rapid point-scattering object. We take into
account two models of target moving: linear and
non-linear (parabolic). The linear target moving
model can be described in Cartesian x-y-plane in
the form p = x(#)cos + y(¢)sind or, which is equal
to p = x(t)sing + y(t)cose (see Fig. 2), where p
is the distance from the origin to a straight line,
to which trajectory belongs; 6 is the anticlockwise
angle between the x-axis and the perpendicular
from the origin to the straight line; ¢ =—(0—1,/2);

Fig. 2. Geometric representation of a straight line
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x and y are the space coordinates; ¢ is time (either
continuous or discrete).

The parabolic target moving model is described
by the equation y(t) = a,x2 + a,x + a,. We should
note that such representation does not take into
account the possible rotations of the parabolic
trajectory.

Signal model

The signal at the input of the sensor is a se-
quence of radio pulses with constant carrier fre-
quency o, random phase @ and constant amplitude
vg. The noise is an additive Gaussian random
process. Thus, along the trajectory, the signal-
noise model is

S = vgcos(ot +¢) + w, (1a)
and outside the trajectory, the model is
S = w. (1b)

Here w~N(0,6y), oy is a standard deviation of
noise; N(m,o) denotes Gaussian distribution with
mean m and standard deviation o©.

Sensor model

The analysed image is a grayscale image
formed from the output of the amplitude detector.
According to (1), values of each pixel (sample) of
the image are distributed with Rice distribution,
if such sample belongs to the trajectory of the
target [25, p. 19]:

c)
Y
12
Fig. 3. Images with sim-
8 ulated linear tracks of
moving target for signal-
4 to-noise ratio equals
4 dB (a), 7 dB (b) and
10 dB ()
0 4 8§ 12 «x

and with Rayleigh distribution, if it does not:
w
Z’C / = =4 (S8 y
vy T2 P

N
where I;,(+) is the modified Bessel function of zero order;
x and y are coordinates of the sample.

2
—(w; )

2
2c N

(2b)

Some examples of images which correspond to
the model described by (2) are presented in Fig. 3
(hereinafter the measure units for x and y axes
will be the same nominal units, the size of image
pixel corresponds to the size of the resolution cell).

Selection of important samples

The trajectory parameters estimation procedure
consists of two subtasks. At first we need to select
a set of samples (hereinafter “important samples”)
from the source image, which will be used later
for estimation of the trajectory parameters. Then,
the parameters of the trajectory must be estimated
in some way. We shall consider Hough transform
and ordinary least squares techniques to do this.
Both techniques in a 2D-image case require set of
samples’ coordinates as the input. We consider a
several methods to select such samples, based on
order statistics.

The first method involves the independent ap-
plying of two Boolean masks to the original image.
Both masks are of the same size as the original
image. The first mask is formed in the following

. W, , exp - (wiy + U§ )] <wx,y U&) (2a) | WA For every row pf it we set f‘true” in the bin,
Xy 2 26% 0 o /) Whlch holds the maximum value in the correspond-
‘ ! ‘ ing row of the source image (R-mask) and “false”
) C-mask
olofolo
101
Source image olo|1]0 RC-mask Resulting image
sli]7]4 ‘ T o olololo olololo
Sl N R-mask 0|0 |01 ojo|o|9f
3187 1jofofo oflof1]o ofofs|o
9171517 L 0|0|0]|1 1106|000 9(0(0]|0
S 4 8 12 «x
110|0]0

Fig. 4. Procedure for selecting important samples (RC-mask) (@) and example of its application:
b — source image; ¢ — resulting image
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elsewhere. The second mask is formed in the same
way, but for columns (C-mask). These masks are
then independently applied to the source image.
Thus, we obtain two sets of important samples for
further analysis. The second method is based on
applying to the source image the result of a con-
junction of R- and C-masks RC = RAC (Fig. 4).

The third method assumes additional use of two
binary masks formed in the same way as R-mask
and C-mask but for diagonal (D-mask) and cross-
diagonal (CD-mask) elements. Thus, the resulting
mask RCD = (RAC) v (DACD).

The normalized power properties for different
sample selection techniques are shown in Fig. 5
(Pgg; is the power that corresponds to selected im-
portant samples; Pg;g is the full power backscattered
from target power; Pgp is the power backscattered
from the target power that corresponds to selected
important samples). These plots were obtained as a
result of computer modeling with number of simu-
lations N=2,000 and image size 16x16 pixels (all
simulated tracks were built in the way they crossed
the center of the image). In Fig. 5, a the power that
corresponds to selected important samples normal-
ized to full signal power (full power backscattered
from target) is shown. It can be clearly seen that
in low-snr region important samples mainly corre-
spond to noise. Fig. 5, b shows that for all proposed
techniques the amount of used signal power (the
backscattered power that corresponds to the true
trajectory) is increased with the increase of SNR,
but RC technique rejects the half of useful data. At
the same time, as it can be seen from Fig 5, ¢, RC
technique shows the lowest level of noise samples
power among other sample selection techniques. This
is important for trajectory parameters estimation
procedures, because, due to low order of trajectory
nonlinearity, its parameters still can be estimated by
small number of important samples (2 or 3). Due to
this fact, it is better to lose some useful information
at this step, but reduce more noise samples. The av-
erage number of selected noise samples for different
sample selection technique in case when there is no
actual track presented in the radar plot of size MxM
is shown in Table 1.

We should note that such approach cannot
be applied in case of two or more closely-spaced
targets, because of missing and mixing data from
such targets.

To additionally reduce the number of noise sam-
ples being selected, an additional clearing procedure
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Fig. 5. Normalized power properties for different sample

selection techniques

Average number of selected samples for different sample selection techniques fable
e L
§§1,k..={M_i+fvi“>]':
Average number M M| iEtiEt Rij+ =17 M—j +1i, otherwise;
of selected samples 2(M—-1) L i1, if M—j+1> i,
" {2M—i—j + 1, otherwise.
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0 4 8 12 «x

0 4

Fig. 6. Clearing procedure for linear trajectory (SNR = 5 dB):
a — source image; b, ¢, d, e — important samples at steps 7, 4, 8 and 12; f, g, h, i — true trajectory (solid), estimated
trajectory before clearing step (dash), estimated trajectory after clearing step (dash-dot) at the same steps; the crossed
sample is the sample which is removed at the current clearing step

can be introduced in case of linear trajectories. This
procedure contains following steps:

1. Select important samples from the source
image.

2. For every important sample estimate the
trajectory parameters without considering this
sample, and evaluate the deviation of other sam-
ples around estimated trajectory.

3. Remove the sample which, if not taken into
account, minimizes deviation.

4. Go to step 1 until stop-condition is not met.

This stop-condition could be the number of
important samples left (at least two samples must
be left to estimate linear trajectory parameters) or
the deviation of the samples is less than predefined
threshold. The example of usage of such procedure
is shown in Fig. 6.

Of course, in some cases, especially for low-snr
signals, this procedure can fail. But, as shown
below, in general, it gives a gain in quality of
trajectory parameters estimation and, as a result,
in detection performance.

Estimation of the geometric parameters of the
trajectory

Once important samples have been selected,
trajectory parameters can be estimated. There is
a well-described in literature technique, called
Hough transform (HT) [26, 27], commonly used
in image processing for estimating geometric pa-
rameters of parametric curves [24]. Nowadays it
is widely used in different image processing tasks,
from radar and sonar signal processing [28] to
object recognition tasks and machine vision [29].
The main idea of Hough transform technique is
to map points from the local coordinate space to
curve’s parameters space and find a maximum in
this new space. This maximum will correspond
to the most likely parameters of the curve. To do
this, the so called accumulator array is built by
discretization the space of parameters with steps
A;, where i = 1...N, and N is the number of pa-

d,
12

8 12 x 0 4 8 12 x

rameters of the curve. Then, for every important
sample we look through possible parameters of
the curve which satisfies curve equation, and add
one (or some other value corresponding to the
weight of a sample) to the corresponding bin of the
accumulator. This can be illustrated in Fig. 7 for
the case of two straight lines (Fig. 7, a), which
can be described in Cartesian xy-plane in the form
p = x-cosO + y-sin® [24] (see Fig. 2). In Fig. 7,
p, x and y are measured in the same nominal units,
0 is measured in degrees.

An alternative well-known technique for esti-
mating parameters of parametric curves is ordinary
least squares (OLS) [23]:
0 = arg min (STKYS), 3

0
where S = [sy,...,s:];
T is vector of errors;
s; is the error or the “distance” between the
model and the jth data point, s; = f(x;, y;, 6);
K is covariance matrix;
0 is vector of model (curve) parameters.

In case of straight lines in some two-dimension-
al space without any preferred directions, (3) can
be rewritten as:

0=1[p,0l=
n
= arg min{%Z(xi sin@ + y;cos —p)°. (4)
p.0 =
Denoting
e= %;(xisin(p +1,cosp—p)?, (5)

where p can be treated as the “distance” from the
origin to the line;
—@ is the angle between the Ox axis and the
straight (Fig. 2);
x;, y; are coordinates of the ith sample;
n is the number of important samples.
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and using (4) OLS for fitting data by a straight
line model can be written as follows:

e _ 2N (4 COSO—p) —
3 = n;(xzsmquzcosm p) =0,

1

e _ 23 (ysi 05 O— (6)
20 n;(xlSIIl(p-‘rleOS(p p) x
x (x;co8 0+ y;sing) =0,
whence we obtain
(7)

p=sing-E[x]+coso-Ely],
(44%+ B )p*—(4A4° + B*)p + A* = 0,
where E[-] is the mean value of the expression in brackets;
p = cos?p;

A = Elxy] — E[x]-Ely];
B = (E[y2] - E2[y]) — (E[x?] — E2[x]).

The sign of cose can be obtained as follows. If
sing = /1—p =0, then
(cosp =/p,if (/p=singAA=0AB>0)V
V(/p =singAA<OAB<0)V
J V(/p <singAA=0AB<0)V
V(/p <sinpAA <0AB=>0),
p,otherwise,

Lcos @ =

while p can be either positive or negative.

a) i

o

-20 -10 0 10 x

b)

270
180 -

90

o 10 20 p

Fig. 7. Source image, containing two straight lines (a)
and parametric space with two maximums (b)

To determine which of the roots of the qua-
dratic equation in (7) minimizes (5), the second-
order differential must be analyzed. Roots which
minimize (5) must satisfy the following conditions:

A=’ABZAC_BZ>O and A4 >0, 9)
B C
where

_ e _9.pn_ e __2N L cin )
A=2C=2,B= n;(xiCOS(p y;Sing);

ap’ Ipdp
e _ 2N 2,2 2 L2
C=2C=2%"[(x;—y;)(cos*@—sin"p) +
9’ ";[
+p (x;sin @ + y;cos @) ].

If A=0 then minimum of (5) can be found by
a small variation of estimated parameters and
analyzing the behavior of (5).

For parabolic trajectories OLS can be simply
written as
A = arg min{e},

ay, ay, dy
1N 2 2

where e = > (y;—ayxi + a;x;+ ay)°,
i

or, as a system of linear equations:

(e

_2N\ 2 _ 2 _
2, —ﬁ;(agxi +ayx;+ay-y)x; =0,

i

de _2N 2 a1 ) 1 =
Voa, = n;(@xl +a,x;+ay—y;)x; =0, (10)

de_
da,

n
= %;(azxf +ayx;+ay—y;) = 0.

Thus, the parameters of parabolic trajectory
form the vector A =|a,,a;,a,] which satisfies
(10). It should be noted, that such technique
does not take into account possible rotation of
parabolic trajectory.

Detection step

To make a decision about the presence of a tar-
get in the analyzed image, an integration of values
over obtained trajectory is performed. The integra-
tion is carried out over a certain band around the
estimated trajectory (Fig. 8). Thus, decision rule
for target detection is S > V), where

_Lm )
$= e (11)

Vp is the decision threshold, defined for previously
specified probability of false alarm;
w; is the value of the ith sample within the integration
strip;
m is the number of samples within integration strip.

In this paper we consider simple parametric
detection procedure, which does not provide a
constant probability of false alarms with change
of noise power. To provide constant false alarm
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Fig. 8. Source image (a);

real (dashed line) and

estimated (solid line) tra-

jectories (b); integration
strip (¢)

0 4 8 12 «x

ratio additional procedure for estimation of the
noise power should be introduced, and detection
threshold for statistics (11) should be changed
depending on such estimation.

Since the result of a detection procedure de-
pends on the estimated parameters, some arrange-
ments can be made to improve the accuracy of
the estimation, for example, preprocessing of the
source image by smoothing. The effect of prepro-
cessing in case of Gaussian kernel smoothing and
mean-smoothing will be shown in the next section.

Statistical modeling and simulation results

To obtain detection characteristics 5,000 simula-
tions for each value of SNR were made. Dimensions
of test images are 16x16 pixels. Integration strip
width is set to 2. Probability of false alarms is set
to 0,01. According to the signal and sensor models,
51gna1 -to-noise ratio in each bin of the image is
defined as 10log,,(v% / (26%)), where vy is the

amplitude of the modeled signal; GN is the noise
variance. All linear tracks were modeled in the
way they crossed the center of the image.

In Fig. 9 detection characteristics and estima-
tion errors are shown for different sample selection
techniques (discussed above): by independently
applying R- and C-masks and finding a maximum
of (11) among two sets of samples (RCM); by
applying RC-mask (RC); by applying RCD-mask
(RCD). Ideal detection characteristic in case of
known trajectory parameters is also shown for
comparison. OLS technique was used for trajec-
tory parameters estimation.

The unit of y-axis for RMSE of p is one resolu-
tion cell. The unit of y-axis for RMSE of @ is one
radian. A “hat” symbol means that these values are
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oy Co
= 0,8 +--+--+--- e
e A L
E b Fohpi
O I I I I I 1
80,6 f- -+ -+ B R B
= A L
=2 o A St
§ 0,4 - S —‘Rcm—l———
2 P kel
I =T 0.008
S +<—=1T0.01
= 0,2 Ui |k B
S oo-CIdeal

' |
L

0 Tttt

-2 0 2 4 6 8
Signal-to-noise ratio, dB
b)
R
5--'Q‘J_i_L_L_Lﬁ;LR¢MLQ
B S SN L
I B R = T'?‘fi"
— S el R S B ek A\ {in Rk BESL SRRS el
=] | I | | | | | | | I
I B e NG U U
(§ TR R e e e 7 A S
T T T T T RS
L R i it i i il b e o
| 1 | | | | | | | | I
[t il el Bt el St Sl s e S
0+ttt
-2 0 2 4 6 8
Signal-to-noise ratio, dB
c)
S N R R R A R
+--r -|——+—-|———|——‘i— i—-—|--—|—- - ==
5= P
S
&4
wn
>,
a4

-2 0 2 4 6 8
Signal-to-noise ratio, dB

Fig. 9. Detection characteristics (¢) and parameters
estimation errors (b, ¢) for different sample selection
techniques
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estimates of the true parameters. For comparison,
in Fig. 10 the same characteristics are shown for
the case when thresholding is applied as a sample
selection technique with probabilities of exceeding
the threshold for noise equal to 0.003, 0.01 and
0.3 (T_0.003, T_0.01 and T_0.3 respectively).
OLS technique was used for trajectory parameters
estimation.

Fig. 11 shows the detection characteristics and
estimation errors for different techniques of esti-
mating trajectory parameters: OLS and HT. For
HT the next initialization parameters were used:
step by “distance” Ap=1 resolution cell (rc), step
by angle Ap=1°.

Fig. 12 shows the influence of the following
initialization parameters for the HT: Ap=1 rc,
A@=1° (HT_1); Ap=1 rc, Ap=2° (HT_2); Ap=2 rc,
A@=1° (HT_3); Ap=0,5 rc, A¢=0,5 deg (HT 4).
RCM-technique is used for sample selection.

In Fig. 13 the effects of preprocessing smooth-
ing step in case of Gaussian kernel smoothing and
mean smoothing are shown. The radius of smooth-
ing is 1 cell (i.e. the size of smoothing region for
each pixel is 3x3), parameter of Gaussian kernel
was set to ogy=1,5. RCM is used for sample se-
lection, OLS is used for parameters estimation.
It can be seen that Gaussian kernel smoothing
gives a gain on the correct detection probability
as well as on the accuracy of trajectory parameters
estimation.

In Fig. 14 the effect of applying the clearing
step for reducing the number of false important
samples is shown. OLS technique was used for tra-
jectory parameters estimation. The next complex
stop-condition was used: either number of samples
is less than 3 or their variance around estimated
trajectory is less than 1.

Fig. 15 shows detection characteristics in case
of parabolic trajectory model. It can be seen, that
in this case the detection algorithm in general
shows worse performance in comparison with
the linear trajectory case. In some cases, as for
the one in Fig. 16, a, the use of a linear model
for integration (PT-LE_ 1) instead of a parabolic
model (PT-PE_1) may give better detection per-
formance. But in most cases, as in Fig. 16, b, the
parabolic model should be used (PT PE_2). In
general, linear trajectory model is more robust to
noise samples than second or higher orders models.

In reality, the trajectory of moving target can
often be approximated by a sequence of linear paths.
This fact allows us to use proposed algorithm to
detect such paths, which can be then joined into a
full target trajectory. As an example, an applica-
tion of the proposed algorithm for tracking moving
targets is shown in Fig. 17. In this figure a sequence
of simulated radar plots as well as results of target
detection for each plot are shown.

The size of a radar plot is 256x256 pixels. Each
plot is divided into subplots of 16x16 pixels which
are used for further analysis.
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Target moves through observed region in a
parabolic trajectory. At every scan all radar sub-
plots are analyzed. Local trajectory paths, for
which value of (11) exceeds threshold (which
can be fixed or adaptive), are joined to previously
obtained results to build the full trajectory. The
task of further cancellation of false local paths
should then be solved. This task is not considered
in this paper and can be solved, for example, by
any of classical algorithms of secondary radar
signal processing [25].

Conclusion

It was shown that usage of Gaussian kernel
smoothing as the preprocessing step can give some
gain in target detection performance and accuracy
of the estimation of trajectory parameters.

The additional clearing procedure for reducing
false important samples can gives about 1 dB gain
in target detection performance (with probability

True trajectories (top) and estimated local trajectories (bottom) of moving target at time step 1 (@),
6 (b), 12 (¢) and 17 (d) at SNR = 9 dB
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Y Y
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8 8
4 4
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Fig. 16. Images with parabolic trajectories for
A=[0.1, —0.6, 1.9] (@) and for A=[0.2, —2.8, 10.8] (b)
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of correct detection 0,9) and increases accuracy
of estimation of the trajectory parameters for
SNR>0 dB.

In general, the proposed algorithm loses to an
optimal algorithm for detection of targets with
known trajectory about 3 dB in a threshold signal
with the probability of correct detection 0,9 and
probability of false alarms 0,01.

The proposed algorithm can be used in radars
for detection and local trajectory parameters
estimation of moving radar objects. Such local
trajectory paths can then be used to build full
trajectory of a target. Another field of use of this
algorithm can be the tasks of radar meteor detec-
tion and analysis of visual or infrared images (e.g.
FLIR images). It can also be used for forming
more precisely proposed distributions in some PF
TBD approaches, or as initiation procedure for
complex trajectory detection by analysis of its
small linear part.

TexHosornst 1 KOHCTPYHPOBaHNE B 3JIEKTPOHHOII anmapatype, 2014, Ne 1

33



SIGNALS TRANSFER AND PROCESSING SYSTEMS

REFERENCES

1. Li X. R., Bar-Shalom Y. Multiple-model estimation
with variable structure. IEEE Trans. Autom. Control, 1996. —
vol. 41, no 4, pp. 478-492.

2. Ristic B., Arulampalam S., Gordon N. Beyond the
Kalman Filter: Particle Filters for Tracking Applications,
Artech House, 2004.

3. Viterbi A. J. Error bounds for convolutional codes and
an asymptotically optimum decoding algorithm. IEEE Trans.
Inf. Theory, 1967, vol. 13, no 2, pp. 260-269.

4. Jang B., Rabiner L. An introduction to hidden Markov
models. IEEE ASSP Mag, 1986, vol. 3, no 1, pp. 4-16.

5. Pohlig S. C. An algorithm for detection of moving
optical targets. IEEE Trans. Aerosp. Electron. Syst, 1989,
vol. 25, no 1, pp. 56—63.

6. Bruno M. G. S., Moura J. M. F. Multiframe detector /
tracker: Optimal performance. IEEE Trans. Aerosp. Electron.
Syst, 2001, vol. 37, no 3, pp. 925-945.

7. Tonissen S. M., Bar-Shalom Y. Maximum likelihood
track-before-detect with fluctuating target amplitude. IEEE
Trans. Aerosp. Electron. Syst, 1998, vol. 34, no 3, pp. 796-809.

8. Salmond D. J., Birch H. A particle filter for track-
before-detect. Proc. of the American Control Conf, USA, VA,
Arlington, 2001, pp. 3755—3760.

9. Driessen H., Boers, Y. Efficient particle filter for jump
Markov nonlinear systems. Radar, Sonar and Navigation,
IEE Proceedings, 2005, vol. 152, no 5, pp. 323-326.

10. Rutten M. G., Gordon N. J., Maskell S. Recursive track-
before-detect with target amplitude fluctuations. IEE Proc.
Radar, Sonar and Navigation, 2005, vol. 152, no 5, pp. 345-352.

11. Rutten M. G., Gordon N. J., Maskell S. Efficient
particle-based track-before-detect in Rayleigh noise. Proc. of
the 7th Int. Conf. on Information Fusion, Sweden, Stockholm,
2004, pp. 693-700.

12. Streit R. L., Graham M. L., Walsh M. J. Multitarget
tracking of distributed targets using histogram-PMHT. Digital
Signal Processing, 2002, vol. 12, no 2-3, pp. 394-404.

13. Blanding W. R., Willett P. K., Bar-Shalom Y. Off-line
and real-time methods for ML-PDA track validation. TEEE
Trans. Signal Process, 2007, vol. 55, no 5, pp. 1994—2006.

14. Kirubarajan T., Bar-Shalom Y. Low observable target
motion analysis using amplitude information. IEEE Trans.
Aerosp. Electron. Syst, 1996, vol. 32, no 4, pp. 1367-1384.

15. Stone L. D., Barlow C. A., Corwin T. Bayesian
Multiple Target Tracking, Norwood, MA: Artech House, 1999.

16. Colegrove S. B., Davis A. W., Ayliffe J. K. Track
initiation and nearest neighbours incorporated into probabi-
listic data association. Journal of Electrical and Electronics
Engineers, Australia, 1986, vol. 6, no 3, pp. 191-198.

17. Davey S. J., Gray D. A. Integrated track maintenance
for the pmht via the hysteresis model. IEEE Trans. Aerosp.
Electron. Syst, 2007, vol. 43, no 1, pp. 93—111.

18. Davey S. J., Rutten M. G., Cheung B. A comparison
of detection performance for several Track-Before-Detect al-
gorithms. Proc of the 11th Int. Conf. on Information Fusion,
Germany, Cologne, 2008, pp. 1-8.

19. Leite E., Alves G., Seixas J. et al. Radar meteor
detection: concept, data acquisition and online triggering. In
Book: Wave Propagation. Ed. by Dr. Andrey Petrin, InTech,
2011, pp. 537-549. http:/ /www.intechopen.com /books/
wave-propagation /radar-meteor-detection-concept-data-
acquisition-and-online-triggering.

20. Yilmaz A., Shafique K., Shah M. Target tracking in
airborne forward looking infrared imagery. Proc. Image Vision
Comput, 2003, vol. 21, no 7, pp. 623-635.

21. CasaneBuu B. E., Bpioxosenkuii A. B., KoxyxoB A. M.,
[uxos E. H. Merog o6Hapy:KeHUs acTePONIOB, OCHOBAHHBII
Ha HAKOIJIEHWH CHTHAJIOB BJOJIb TPAEKTOPHH C HEM3BECTHBI-
mu napamerpamu. Cucmemu 06po6. inghopmayii.: 36. HayK.
mpairb. Xapkis. 2011. Bum. 2. C. 137-144. [Savanevich V. E.,
Kozhuhov A. M., Briuhovetskii A. B. et al. Systemy obrobky
informatsii: Zb. nauk. prats. HUPS, Kharkiv, 2011, no 92(2),
pp. 137-144 (in Ukrainian)]

22. Prokopenko I., Vovk V., Omelchuk I., Chirka Y.
Tracking and detection of rapid moving targets. Proc. of
the 14tk International Radar Symposium (IRS), Germany,
Dresden, 2013, vol. 2, pp. 768-773.

23. Chernov N., Lesort C. Least squares fitting of circles
and lines, 2003. http://arxiv.org/abs/cs,/0301001v1

24. Duda R. O., Hart P. E. Use of the Hough transfor-
mation to detect lines and curves in pictures. Comm. ACM,
1972, vol. 15, pp. 11-15.

25. Kyssmun C. 3. OcHosvr meopuu yughposoi 00padom-
Ku paduoaoxayuonnot ungopmaruu. Mocksa. CoBeTckoe pa-
mno, 1974. [Kuzmin S. Z. Fundamentals of the theory of
digital radar data processing. Moscow, Sovetskoie radio,
1974 (in Russian)]

26. Hart P. E. How the Hough transform was invented
[DSP History]. IEEE Signal Processing Mag, 2009, vol. 26,
no 6, pp. 18-22.

27. Ballard D. H. Generalizing the Hough transform to
detect arbitrary shapes. Pattern Recognition, 1981, vol. 13,
no 2, pp. 111-122.

28. Vassileva B. Target detection and track formation
algorithm for radar management and tracking benchmark with
ECM. Reports of the Bulgarian Academy of Sciences, 2001,
vol. 54, no 5, pp. 35-38.

29. Fardi B., Wanielik G. Hough transformation based ap-
proach for road border detection in infrared images. Intelligent
Vehicles Symp., 2004 IEEE, Ttaly, Parma, 2004, pp. 549-554.

Jama nocmynienus pyxonucu
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JIOKAJIbBHA OIIITHKA ITAPAMETPIB TPAEKTOPII TA BUSABJIEHHA
PYXOMUX HIJIEM HA ®OHI PEJIEIBCbKOI 3ABA/IU

Po3zznsinymo npob.aemy ma 3anponoHogano aizopumm SULGAEHH Md JOKAIbHOT OUIHKU NApAMempPie mpacKkmopii
pyxomux uinet Ha ocHo8i ananizy danux y Gopmi 0606uUMipHOZO 300paixenis. Buxodsuu 3 nputinamux mo-
denetl yini ma demexmopa, @ponosa 3asada mae posnodin Penes, a cuemar — posnodin Paiica. Posensnymo
06a Memodu OUIHKU naApamempis mpackmopii: memoo natimeHwux xeadpamie i memod nepemeopenns Xagha.
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3anpononosano npouedypy euasieHHs WiLl, WO IDYHMYEMbCS HA iHmezpYani 6i06uUmoi nomyKHocmi 63006x
imogipnoi mpacxmopii. IIposedeno cmamucmuune Mo0e06aANHNS, 3d PE3YIbMAMAM K020 NOOYO0BAHO XAPAKME-
PUCTRUKYU BUSBAEHNS 0151 3ANPONOHOBAN020 AN20PUMMY.

Kniouogi crosa: eussienns, cmexenus, pyxomuil o6’ €xm, ouinka napamempis, mpacxmopis, track-before-
detect, posnodin Penes, nepemsopenns Xagpa, memoo naiimenwux xeadpamis.

H. I. IPOKOIIEHKO, B. IO. BOBK, H. II. OMEJIbYYK, IO. /. YHUPKA, K. H. IPOKOIIEHKO

Ykpauna, r. Kues, HarnonabHblil aBUAIMOHHBI YHUBEPCUTET
E-mail: prokop-igor@yandex.ru, vitalii.vovk@nau.edu.ua

JIOKAJIbHAA OLIEHKA [TAPAMETPOB TPAEKTOPUU 11 OBHAPY/KEHUE
JIBYKYIIUXCA LEJEN HA ®OHE POJIEEBCKOM ITIOMEXU

Paccmompena npobaema u npedioxen aizopumm 00HAPYKeHus U JOKAILHOU OUEHKIU NAPAMEMPO8 MPAeKMOPUU
OBUNKYWUXCS Yeaell Hd OCHOBEe AHAAU3A OAHHBIX 6 hopme 08YMepHoz0 uz00paxenus. Hcxods uz npunsmolx
Mmodeneli yenu u demexmopa, onosas nomexa umeem pacnpedenenue Panes, a cuznanr — pacnpedenenue
Paiica. Paccmompenvt dsa memooa OueHKU napamempos mpaeKmopuu: Memoo HAUMEHbWUX Keaopamos u
memod npeobpasosanus Xagpa. IIpednoxena npoyedypa oonapyKenus yeiu, OCHOBAHHASL HA UHMEZPUPOSAHUU
OMpaKennol MouHocmu 60016 6eposmuoll. mpaexmopuu. IIposedeno cmamucmuueckoe MoOeiuposanue, ho
pesyavmamam Komopozo nOCMPOEHvl XAPAKMEPUCINUKYU 00HAPYKeHUsL 0151 NPEOLOKEHHO20 AA20PUMMA.

Katouesvie caosa: obuapyxenue, caexenue, 08UXYywuiics 066eKm, OUEHKA NAPAMEMPOs, mpdexmopus, track-
before-detect, pacnpedenenue Pares, npeobpaszosanue Xaga, memoo HAUMEHLUUX KEAOPAMOS.
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xuran B. . ApantuBHasi (puIbTPAIKsi CHUTHAJIOB: TEOPHS W aJrOPHTMbL.—
MockBa: TexHocdepa, 2013.

B Monorpadum paccMarpuBaioTcs OCHOBHbIE PA3HOBUIAHOCTH
AJaITUBHBIX (DUJIBTPOB M UX NPHMEHEHNE B PAJNOTEXHUYE-
CKMX cUCTeMaxX U cucreMax cBg3u. [laHo npejcrasienue o Ma- AnanTEHaS

TEMATHYECKUX O0BEKTAX W METO/AAaX, MCIOJb3YEMbIX B TCOPUY [CUy-E N EReRlp LTS
AN TUBHON (DUIbTPAINU CUTHAIOB. PaccMarpuBaioTcs mpue- el A Z A
MbI TIOJTyY€HWUST BBIYUCTUTEIBHBIX TIPOIEAYDP, CAMU TIPOIE/LY PbI '
U CBOMCTBA TAaKUX AJITOPUTMOB QJalITUBHON (PUJIbTPAINM, KaK
aaroput™bl HbloTOHA M HaMCKOpEHIIero Ciycka, aaropUTMbl
10 KPUTEPHIO HAaUMEHbIIEro KBajpara, PeKypPCUBHbIE aJrOPUT-
MBI 110 KPUTEPUIO HAMMEHBINNX KBAAPATOB U MX ObIcTpbIe (BbI-
yucauTenbHO a(PEKTUBHbIE) BEPCUH; PEKYPCUBHbBIE AJTOPUT-
MbI 110 KPUTEPUIO HAUMEHBITUX KBAJAPATOB [/ MHOTOKAHAJIb-
HBbIX (OUIBTPOB M UX BEPCUU [ 0OPAOOTKU HECTAIMOHAPHBIX
CUTHAJIOB, a TaK’Ke MHOIOKaHaJbHble aaropuTMbl adPUHHBIX
npoekiuii. /lano onucanue cTanapTHBIX ¥ HECTAHLaPTHBIX IPUJIOXKEHUN /115 MOJLEIUPO-
BaHMS JAlITUBHBIX (DUIBTPOB HA COBPEMEHHBIX S3bIKax nporpammupoBanus MATLAB,
LabVIEW u SystemVue, a Takie peajausaiuil aJanTUBHBIX (PUIBTPOB HA COBPEMEH-
HBIX MU(POBBIX CUTHATHHBIX MPOIECCOPAX OTEUYECTBEHHOTO U 3apPYOE’KHOr0 TIPOU3BO/I-
crBa. OCOGEHHOCTBIO MaTepuaJa SIBJISIeTCs U3JI0KeHNEe TeOPETUYECKUX MATEPUAJIOB [IJIS
HaunboJiee 06IIero cayyass — aJanTHBHBIX (PUIBTPOB C KOMILIEKCHBIMU BECOBBIMU KO3(D-
(pummeHTaMu, HaJIMYNE Pa3/iesoB M0 MHOTOKAHAJTBHBIM QaNTHBHBIM (PUIBTPAM ¥ aJTo-
pUTMaM aIaNTUBHOM (DUIBTPAIMK HECTAITMOHAPHBIX CUTHAJOB. KHUTA SBJSETCS TTEPBBIM
CUCTEMATUYECKUM H3JIOKEHNEM TEOPUH AJANTHBHON (DUJIBTPAIUN HA PYCCKOM SI3bIKE.
[Ipennasnavena /s HAyYHBIX PAGOTHUKOB, MHXKEHEPOB, ACIUPAHTOB U CTY/IEHTOB Pa/U-
OTEXHUYECKUX W CBA3HDBIX CIICIUAJbHOCTEH, U3yYaloNX U UCHOJIb3YIONUX HA IIPAKTUKE

|.-| G poByio 06pabOTKYy CUTHAJOB M, B YACTHOCTH, a/IAIITUBHYIO (DUIBTPAIUIO CUTHAJIOB.
A F—

(& /

HOBBIE KHUT'
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